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For many application domains, the integration of machine learning (ML) models into decision making is
hindered by the poor explainability and theoretical guarantees of black box models. Although the emerging
area of learning-augmented algorithms offers a way to leverage ML while enjoying worst-case guarantees,
existing work usually assumes access to only one predictor. We demonstrate how to more effectively utilize
historical datasets and application domain knowledge by intentionally using predictors of different quantities.
By leveraging the heterogeneity in our predictors, we are able to achieve improved performance, explainability
and computational efficiency over predictor-agnostic methods. Theoretical results are supplemented by large-
scale empirical evaluations with production data demonstrating the success of our methods on optimization
problems occurring in large distributed computing systems.
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1 SUMMARY OF CONTRIBUTIONS
This poster is based on results of the authors, recently published at the International Conference
on Machine Learning (ICML ’23) [3].
A large gap still remains between the current learning-augmented algorithms framework and

practice. For example, the learning-augmented algorithms literature overwhelming considers access
to one prediction. Defaulting to the classical online assumption of no information about the future
when one prediction is inaccurate neglects the vast domain knowledge of practitioners. Most
applications typically have many different mathematical and computational models to forecast
quantities of interest that can greatly improve algorithm performance.
Several recent papers [1, 2] consider the setting of online algorithms with multiple predictions.

However these works exclusively consider multiple predictions of the same quantity. For example,
Dinitz et al. consider a portfolio of predictions generated by different ML models that cover the
hyperparameter space. Although the predictors are able to specialize to different scenarios, there
is no way to know a priori which predictor will do well on the following problem instance, thus
requiring exploration to find the right choice.
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In our ICML paper, we proposed an alternative approach of incorporating predictions of different
quantities. The first predictor we introduced was a parameter predictor that learns the correct
value of a tunable parameter of an online algorithm. The second predictor was an input predictor
that predicts the unknown future inputs of the online algorithm in the form of short look-ahead
windows.
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Fig. 1. Each predictor type has a different performance profile for average case (low prediction error) and
worst case (high prediction error) settings. A simple meta-algorithm can learn to use the correct predictor for
a given instance without the need for exploration.

Our Contributions. We presented the first work on online algorithms with heterogeneous
predictors and the first work showing multiple noisy predictors outperform one in the worst-case.
Our approaches have better explainability and computational efficiency over predictor-agnostic
methods. We demonstrate that our algorithms can tackle real-world challenges such as COVID-19
related distributional shift in large distributed computing systems.
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