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We consider the classic list update problem under a prediction setting, where, upon accessing any item \( x \), a possibly faulty oracle predicts the next two times (indices in the input sequence) where \( x \) is requested again. We present an algorithm named Penalty Distance Algorithm (PDA), which works by updating a list into a new configuration that minimizes the sum of "penalty", the deviation of a candidate configuration from optimal partial orderings of items when projected on lists of length 2, and "distance", which measures the cost of updating the list from its current state to the candidate configuration. We conjecture that PDA has a competitive ratio better than all existing algorithms, including offline algorithms when predictions are correct and can be combined with Move-To-Front (MTF) to offer a Pareto-efficient solution that is robust when predictions are faulty.
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1 INTRODUCTION

In the list update problem [12], the input is an online sequence of access requests to items in a linked list. To serve a request to an item at position \( i \), an online algorithm makes a linear scan of the list until it finds the item; this linear scan has an access cost of \( i \). After accessing the item, the algorithm can move the item to a position closer to the front using a free exchange that has no cost. Moreover, it can make any number of paid exchanges, each swapping two consecutive items at a unit cost. Given an input request sequence, a list update algorithm’s objective is to maintain the list in a way that minimizes the total cost (i.e., the sum of costs for all accesses and paid exchanges). List update has a long history of study (see, e.g., [9] for a survey), and was one of the two problems studied by Sleator and Tarjan in their seminal paper [12] that defines competitive analysis as a worst-case measure for the analysis of online algorithms. The other problem is the caching problem, which asks for maintaining a fast but small memory (a cache) in a way to minimize the total number of requests to memory pages outside of the cache (number of faults). For the list update problem, Move To Front (MTF), which moves an accessed item to the front of the list (using a free exchange), is 2-competitive [12], and it is the best that a deterministic algorithm can achieve [8]. Relatably, the best deterministic algorithm for caching is Least Recently Used (LRU), which evicts the least recently used page from the cache whenever eviction is needed and has a competitive ratio of \( k \) for a cache of size \( k \) [12]. Essentially, LRU and MTF both prefer to keep the recently used items handy.

2 LIST UPDATE ALGORITHM WITH ML ADVISOR

We investigate the list update problem in light of the recent development for the caching problem under a prediction model. In this line of research, [7, 10, 11] upon a request to a page \( x \), a prediction is made available concerning the next time \( x \) is requested in the input sequence, that is, the index of the next request to \( x \) in the input sequence. We study similar predictions for the list update problem. Our starting observation is that, unlike the paging problem where correct predictions about the next request ensure optimality via a simple algorithm that evicts the page that is requested furthest, the list update problem is NP-hard [2], and we cannot hope for optimal solutions even if predictions are correct.
Nevertheless, we get hopeful from an initial success: For lists of two items, correct predictions about the next request ensure optimality via a simple algorithm that only uses free exchanges: for a list formed by items $a$ and $b$, whenever there is a request to an item, say $b$, in the second position, move it to the front if and only if the next request to $b$ appears earlier than the next request to $a$. However, simple predictions about the next request reach their limit for lists of length 3. In particular, when there is a request to the item at the third position in a list of length 3, an optimal algorithm sometimes needs to use a paid exchange to swap the first two items and then move the requested item between the first two using a free exchange [1, 6]. To make such decisions, however, the algorithm requires the next two requests for each item. In other words, one can achieve optimality with correct predictions about the next two times each item is requested; but predictions about the next request is not sufficient.

### 2.1 PDA Algorithm

We design a prediction model where the list update algorithm has access to predictions concerning the next two occurrences of the requested item in the request sequence. We refer to this algorithm as **Penalty Distance Algorithm (PDA)**. As each request is served, the list goes from one state to another through some paid exchanges and free exchanges. For that, PDA considers every possible configuration (ordering) of the list and computes two types of costs for each configuration, which we refer to as **distance** and **penalty** costs. PDA chooses the configuration that minimizes the sum of the penalty and the distance.

The idea behind penalty cost is to maintain an ideal configuration of the list that is aligned with an optimal ordering for lists of length 2 formed by the requested item and other items. Suppose $b$ is the requested item, and let $a$ be any item in the list. If the current ordering is $(a, b)$, and the next three requests are predicted to be $\langle b, b, a, \cdots \rangle$, then $a$ should be located after $b$ in an ideal list. On the other hand, if the next three requests are predicted to be $\langle a, a, b, \cdots \rangle$, then $a$ should be located before $b$ in an ideal list. For any other continuation of the predicted input, the relative order of $a$ and $b$ does not matter. Any violation of the ideal ordering in the above scheme translates to one unit of "penalty" in the PDA algorithm.

Upon accessing an item $x$ in the list, PDA colors all other items based on their relative order with $x$. For each possible configuration $C$ of the list, it computes the number of items whose ordering with $x$ in $C$ is not ideal; the number of such items will be the penalty associated with $x$. PDA also computes the distance of $C$ from the current configuration, defined as the minimum number of free and paid exchanges to convert the current configuration of the list to $C$.

The algorithm moves to a configuration with a minimum sum of penalty and distance. We are working on proof to show the following upper bound for the competitive ratio of PDA. If correct, the algorithm improves the best existing approximation algorithm with an approximation factor of $1.6$ [6].

**Conjecture 1.** When the prediction is correct, using the proper potential function for the analysis, we show PDA’s competitive ratio is $\leq 1.6$.

### 2.2 Pareto-efficiency

We study the trade-off between **consistency** (competitive ratio when predictions are all correct) and **robustness** (competitive ratio when predictions are adversarial) for list update algorithms. PDA has good consistency, but it fails if predictions are incorrect. We will use techniques like that of [3–5] to PDA with MTF (which has optimal robustness) to achieve Pareto-efficient algorithms with good consistency and robustness trade-off.
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